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Abstract

The web browser Tor and the Tor add-on for other browsers (e.g., Mozilla Firefox) enables users to browse the web anonymously by encrypting personal data markers such as location, IP address, and search engines entries (Diffie and Landau 2007). Tor hides data using a technology called onion routing, which anonymizes online data as it is sent through network nodes called onion routers. As a result, users can “hide” their digital footprints from the NSA, private business (e.g., Facebook, Google, Apple), other law enforcement agencies (e.g., FBI), and Internet service providers (ISPs). Users have several reasons to hide their data (Verble 2014**)**, including hiding criminal behavior (e.g., torrenting) (Ernesto 2013), fears of a surveillance state, and loss of privacy (Solove 2006**)**. However, the use of Tor has recently been vilified as a “web browser for criminals” (Wold) with no differentiating between criminal behavior (e.g., torrenting songs illegally) and simply trying to avoid surveillance, because even just encrypting personal data creates a “law-free zone in this country” where “law enforcement needs to be able to [but can’t] access communications and information to bring people to justice” whether or not there is an warrant for aforementioned data (Masnick 2014). Not to mention there is a strong rhetoric against privacy, because law-abiding citizens “have nothing to hide” (Solove 2008).

The vilification of Tor seems unreasonable when one looks at its history. Onion routing and the original World Wide Web share many historical traits. Both were developed with funding from the United States government, both backed the concept of user “freedom” from its inception, both were released to the civilian public after research was “completed,” and both were reclaimed by the government that released it in the first place in order to control how users accessed it (Diffie and Landau 2007).

Current literature discusses the history of onion routing (Diffie and Landau 2007) but does not explain why how users use it if they do at all. Rather, current literature focuses on its historical development of onion routing/Tor (Diffie and Landau 2007) and the increasing problems of a self-enforced surveillance state in the digital realm (Solove 2008), which includes technology like Tor and other web browsers.

In this paper I suggest that following its entrance into the civilian world, the government is vilifying the use of onion routing to maintain control of the technology and the ability to spy on end users’ online behavior. To do that, I will (1) analyze the literature on the history of onion routing, (2) compare the ways in which normal civilians use each technology, and finally (3) compare the ways in which aforementioned normal use is vilified. I posit that by demonizing privacy, end users avoid privacy-focused web browser Tor and even other alternatives such as Mozilla Firefox.

**1. Literature Review**

*1.1 Onion Routing and Tor*

Onion routing is an Internet technology that anonymizes a user’s data on the web and other Internet applications (e.g., email) by “removing information that identifies him from his requests to Web [and other] servers and removing information from the connection itself that may identify him” (Reed et. al 2002). In essence, the user’s identifying information (e.g., public IP address) is dropped between the entrance node and the exit node; once the initial “request is transmitted to the server, the proxy blindly forward data in both directions between the client and server until the socket is broken by either side,” (Reed et. al 2002) effectively securing a user’s web browsing, email, and other online activity from being traced.

Onion routing works by “using keys determined by the proxy and each onion router as the circuit … [so that] only the client proxy is aware of all nodes on the path which the communication traverses” (Diffie and Landau 2007).

There doesn’t seem to be any data on how to encrypt about the entrance and exit communications (e.g., “clicking send” and the receiving of a communication), just the network communications inbetween. The initial and final communications may have the potential for exploitation alongside of the non-onion counterparts over the Internet, as well as surveillance. However, having middle communications blocked is still a feature unique to onion routing. It is not a feature one sees with typical packet switching.

Tor, or “the onion router” is an overlay Internet application similar to email, the World Wide Web, and FTP which has supposedly exploded in use, although the network has not released any details even on how many users they have for the purposes of protecting user data; they don’t even collect that information to begin with (Diffie and Landau 2007).

In 2003 (Diffie and Landau 2007), “Tor was originally designed, implemented, and deployed as a third-generation onion routing project of the U.S. Naval Research Laboratory. It was originally developed with the U.S. Navy for the primary purpose of protecting government communications” (Tor Project 2014). In an attempt to hide communications for troops stationed to the East, onion routing and Tor in particular were used by the Navy “to disguise their communication patterns” so that “[n]o one watching their ISP connection locally in country can learn their affiliation through tracking with which agency in the United States personnel contact” and so forth (Diffie and Landau 2007).

Considering the high-risk nature of sending troops on missions in other countries, as well as their need to secure highly sensitive data, it’s easy to see why the United States would fund both projects. However, in order to fully take advantage of the potential, the network had to expand.

In spite of the fact that there is “current law-enforcement concerns about tracking networked [civilian] users,” civilians were handed the network tool, because “a widely used anonymity system provides the Department of Defense users the best protection from prying eyes,” (Diffie and Landau), adding a whole host of additional data and communication to the pile of anonymous information.

*1.2 The Silk Road*

The Silk Road is an online marketplace that requires access to onion routing through the Tor browser, a website that “facilitates the sale of illicit drugs” (Martin 2013). Because of the anonymous nature of Tor and onion routing, the Silk Road and its successor, Silk Road 2.0, made it possible for users to buy drugs online with reduced physical and legal danger than buying them off the street. The FBI shut down the original Silk Road and arrested the site’s operator in October 2013 (Flitter 2013), as well as shut down Silk Road 2.0 in November 2014 (Cook 2014). Although not explicitly for drugs – other activities included tutorials on “hacking ATM machines, contact lists for black market connections and counterfeiters, and guns and hit men for sale” – the FBI claimed the Silk Road sold “hundreds of kilograms of illegal drugs” (Flitter 2013).

Without Tor, the trade would not have been possible because of the way it anonymized data (Martin 2013). Tor was not the *only* component in making illegal trade possible – bitcoin, an anonymous currency not tracked by the U.S. or specific to any country, was another tool – but it was certainly part of the equation (Flitter 2013). As a result of the Silk Road and the perceptions of Tor users, the browser bundle has been vilified as a “web browser for criminals” according to American Internet service provider Comcast (Wold).

The association between breaking the law or “having something to hide” is unfortunate, because there are positive uses to Tor and onion routing, as well. Tor has the ability to allow people the right of free speech and access to censored websites; when a user is anonymous and their activity can’t be tracked, banned material suddenly becomes accessible *so long as* the website being accessed allows connections from the Tor network, which isn’t always the case (e.g., Wikipedia.org) (Kuhn et. al 2007).

However, the main activities advertised by popular media seem to be narratives of using the technology to hide harm, not hide benign data.

*1.3 Privacy Concerns*

For the purposes of this paper, I define privacy in the sense that a person wants (or needs or deserves) to be able to control who has their information and in what context. For example, a user might not want the NSA to know they used Google to search for. This includes both who has the data and knowing who has the data; Solove defines it better by stating that “[p]rivacy involves the ability to avoid powerlessness of having others control information that can affect whether an individual gets a job, becomes licensed to practice in a profession, or obtains a critical loan” (Solove 2006). Unfortunately, the current climate of U.S. affairs prevents users from having that kind of agency; all three entities (private enterprise, government, and Internet service providers) can access that data but do not inform their users what data they have or what they do with it.

According to de Souza, “the way in which people understand privacy also changes” (de Souza 2011). In her location-focused study, she posited that “[p]eople are sharing their location with a restricted set of known friends, but they might feel their privacy is invaded if they are randomly approached,” and even in cases where the definition of “private” shifts based on the audience at hand, “privacy still matters” (de Souza 2011). This definition continues to support privacy as the desire to control who has access to what data. In the case of locational privacy, that may be only allowing friends to know where a user is.

According toSolove, “[a]lthough the government played an integral role in the development of massive dossiers of personal information, especially early on, businesses soon began to play an even greater role” because of the role of marketing to consumers (Solove 2006). Without information on consumer purchasing and viewing habits, businesses would have to rely on generalized marketing using census data; however, with access to “a digital dossier” that outlines more specific information about what kinds of people buy what kinds of products and services, business can utilize more “targeted marketing” (Solove 2006).  
 Solove’s theorizing is supported by what actually happened with Edward Snowden and the National Security Administration (NSA); in June 2013, The Guardian published leaked information from NSA whistleblower Edward Snowden that claimed, among other things, that the NSA was collecting huge amounts of data on every American in part by requiring Verizon, Google, Facebook, and Apple to install backdoors into their systems so the NSA could extract user data without ever telling Americans that they were even being watched (Verble 2014). Snowden’s interaction with the NSA illustrates a real-world example of data being passed between the government and private enterprises for the purpose of data collection. The leak turned out to be true after the United States government defended the collection of data by arguing the government saved lives with their surveillance and their scope was narrow (Verble 2014).

However, the damage was done. Americans knew the government and big businesses were both spying on their phone calls, texts, instant messages, searches, browsing data, and more, and Edward Snowden’s escape to Hong Kong – then to Russia – illustrates the severity of his whistleblowing; he was going to be in very hot water with the U.S. government if he stayed for trial (Verble 2014).

The government and private businesses weren’t the only ones spying, either. Internet service providers have come under fire for their “six strikes” policies which end the relationship between provider and customer if a customer is caught downloading copyrighted data six times. For such a policy to work, the ISP would have needed to spy on its user activity. For example, Comcast and Time Warner Cable both warned users against peer-to-peer downloading (e.g., downloading a song from Napster or Kazaa) with implied suggestions against torrenting, as well (Ernesto 2013). In the case of Comcast, Comcast fails to inform users that “after four warnings they will be unable to browse the Internet” or “that the notice can be appealed” (Ernesto 2013). So in addition to spying on the customer, similar to the case with the NSA and backdoors installed into popular services (e.g., Facebook), the user is intentionally left ignorant of the whole story. They’re not supposed to know they’re being spied on, and they’re not supposed to know how to appeal ISPs in this endeavor.

Additionally, Comcast threatened briefly to restrict Internet access to their customers who used Tor, although they backpedaled on their original statement (Ernesto 2013).

Solove defines this as the “secrecy paradigm” in which users’ privacy “is invaded by watching and by [denying] public discourse of confidential information” (Solove 2006). Privacy is invaded on both levels by the secrecy of the NSA surveillance program, the ISP’s appeal process in the six strikes’ policies, and the backdoors installed in private services and applications to aid the NSA. However, in the secrecy paradigm, “[i]nformation about an individual … is often not secret but is diffused in the minds of a multitude of people and scattered in various documents and computer files across the country (Solove 2006).

If such a secrecy paradigm exists in American culture from all three levels, users may not know what to do to ensure their privacy is kept intact. The secrecy paradigm removes agency from the user, particularly ignorant users who may not know how to counteract these programs.

The secrecy paradigm is compounded by an American rhetoric that argues that if you have nothing to hide, you won’t mind other people viewing your data, especially when pitted against the counterclaim that an invasion of privacy leads to better security (Solove 2007). According to Solove, the “nothing to hide argument can be made by comparing the relative value between privacy and security” with notable tie-ins to the NSA security breaches called out by Snowden. The idea behind “nothing to hide is that “many people contend that a privacy harm exists only if skeletons in the closet are revealed,” positing that only criminals get caught in the web of surveillance; law-abiding citizens won’t (Solove 2007).

*1.4* *Gaps in the Literature*

As a result of the increasing culture of surveillance in the United States, it seems to be common sense that methods of encryption and privacy are vilified, but there isn’t much in the way of literature on why that is or how it manifests.

Onion routing and Tor are well-researched in current literature, but why the average person without “something to hide,” whether that something is reasonable (e.g., free speech) or not (e.g., buying cocaine), does to secure their privacy isn’t. When “the average person” wants to hide for reasons that don’t exist in either extreme, what are they hiding? Why are they hiding it? Are they even using tools like Tor to encrypt their data if they *do* want to hide their data? These questions aren’t addressed in the literature, and considering the very recent nature of some of the issues posed above, it’s not a surprise.

The closest we get to an explanation is de Souza’s work on locational privacy. de Souza argues that “[w]ith most commercial [location-based services] LBSs, location is traded for convenience and entertainment,” and that “many people are willing to share their location and be surveilled for the convenience of using LBS” or even the “possible serendipitous social encounters enabled by [location-based social networks] LBSNs” (de Souza 2011). The case study on locational privacy was, of course, specific to location-based services (e.g., FourSquare) and locational-based social networks (e.g., Yik Yak), but it gives the literature a starting point for where one might start looking when they look for the discrepancy between user behavior and user concerns. It also doesn’t suggest that users are thinking of the government, of businesses, or of Internet service providers when they think about who they want to share their data with.

The literature that does look at privacy concerns tends to look at the overall picture of what those concerns are or breaks them down into component parts (e.g., *government* surveillance or *private enterprise* surveillance). Even literature on “nothing to hide” as a rhetorical device is problematic when legal browsers like Tor are painted as criminal, when legal methods of obtaining data are associated with illegal abuses of them (e.g., torrenting), and when the digital landscape is changing so dramatically and so quickly, it’s hard to keep up with what is legal, what isn’t, and what lies are being caught in the noise.

**2. Methods**

I relied both on academic and popular literature for my literature review. The literature on Tor, onion routing, and user privacy concerns is a currently growing field. I ended my analysis of popular media review in October 2014 for the sake of time.

Before we can describe how users secure their data online, we first need to define what people are doing online. In order to analyze normal behavior, I developed a survey using Google Drive’s Survey creation feature. The survey was six questions long and asked users (1) what they use the Internet for, (2) what web browser they use most, (3) how they access the Internet (i.e., phone, tablet, desktop/laptop), (4) who they are afraid of collecting their data, and (5) what information they want to protect (e.g., IMs, medical history). The survey was disseminated online via Internet- and privacy-related sub-communities on reddit.com. Specifically, I sought responses from the following subreddits: samplesize, darknet, privacy, and technology.

For all questions but the question about primary web browser, respondents could select more than one answer, as well as add in a write-in (e.g., “none,” “ID theft”). These answers were also automatically added to the spreadsheet.

I received 258 anonymous answers, which were automatically added to Google Drive in spreadsheet format.

From the survey results, I coded the answers by online activity, privacy concerns, preferred browser, and platform (e.g., desktop vs. mobile). I looked for raw numbers on each of these topics and made simple bar graphs from them. I also analyzed all of the “other” responses to see if there was overlap (e.g., write-in for “none” happened more than once for privacy concerns). To search for number of responses, I transferred the spreadsheet into a searchable Word document and searched for the number of responses for specific phrases used in the spreadsheet. This was to ensure that I didn’t count incorrectly or leave anything out, although I did go through all of the responses manually and highlighted all of the “other responses” using a color-coding scheme.

I also compared the privacy statements of five of the different browsers used: Mozilla Firefox, Google Chrome, the Tor bundle, Microsoft Internet Explorer, and Apple Safari against the data from the respondents’ primary browser.

The reason I chose to compare Firefox, Chrome, and Tor was that theses browsers, up until recently, were considered alternatives to the default web browsers: Internet Explorers for Windows computers and Safari for Apple computers. The default web browser for some users has changed since the proliferation of smartphones and tablets, however; Android-powered devices use Google Chrome as their default. However, for desktop users, it is still an alternative.

The reason I chose to compare Internet Explorer and Safari was because they are defaults on Windows and Apple platforms respectively. If you purchase a Windows or Apple device, the web browser associated with it will be installed and ready to use right away.

The distinction of an “alternative” browser is important, because it requires the user to seek out and download that browser. Some agency, an external or internal motivator, is required for an end user. Specifically, the end user will have to open up the default browser to download and install their preferred browser instead.  
 I analyze the browser privacy policies from most secure to least secure.

**3. Results**

*3.1 Survey Results*

Nearly every user (97.29 percent) cited concerns that their Internet service providers (ISP), the government, or private enterprises (e.g., Facebook) were “spying” on their behavior online. That means more than half of respondents were afraid that each of the three main categories (“ISP,” “private enterprise,” and “government”) were violating their privacy. It’s relevant to note that “none” was *not* listed as an option; all respondents who said “none” or “don’t care” wrote the answer in. The same is true of “other,” which included “identity theft” and “employer.” However, there is a significant response towards a fear of privacy invasion when you compare the five none responses to over 150 for ISP, private enterprise, and government *each*. Because I allowed for multiple answers, there was overlap between them. Many users were afraid all three of the main categories were violating their privacy in some way. *See figure 1.*

Figure 1

Only 23.64 percent of respondents reported using Mozilla Firefox as their primary browser, with a shockingly low number of respondents reported using Tor (1.16 percent). Considering some of the subreddits I submitted the survey to (namely “privacy” and “darknet”), this was a little shocking.

The vast majority of respondents (68.22 perfect) used Google Chrome, followed by Firefox at 23.64 percent, followed by Apple Safari at 4.65 percent. Google was the clear winner of the respondents’ browser preference. See figure 2.

Figure 2

The vast majority of respondents (93.80 percent) also stated they used a personal desktop/laptop computer at least part of the time. Following personal desktop/laptops, 76.74 percent of respondents used their phones to access the Internet; 36.82 percent of respondents used their work desktop/laptop; 31.01 percent of respondents used their tablet, and 11.24 percent of respondents used a school desktop/laptop. Respondents were allowed to select as many devices as they actually used, rather than just their primary source of connectivity. See figure 3.

Figure 3

*3.2 Privacy Policies*

Tor makes *explicit* promises to protect customer privacy:

“The Tor software protects you by bouncing your communications around a distributed network of relays run by volunteers all around the world: it prevents somebody watching your Internet connection from learning what sites you visit, it prevents the sites you visit from learning your physical location, and it lets you access sites which are blocked” (Tor Project 2014).

While Tor encrypts user data to prevent identifying information from being paired with an individual user or their browsing habits, Mozilla Firefox also states in its privacy policy “mission statement” that privacy is a primary concern, stating that Mozilla as a corporation only gathers information after the users gives Mozilla permission to do so:

“Your privacy is an important factor that Mozilla (that's us) considers in the development of each of our products and services. We are committed to being transparent and open. This Mozilla Privacy Policy explains generally how we receive information about you, and what we do with that information once we have it … When we have asked and received your permission to share it” (Mozilla 2014).

However, Google Chrome makes no such promises about avoiding data collection:

“When you use any browser, including Chrome, to contact Google's servers, by default Google receives standard log information including your system’s IP address and one or more cookies … Information that Google receives when you use Chrome is processed in order to operate and improve Chrome and other Google services. Information that other website operators receive is subject to the privacy policies of those websites. Chrome stores information on your system in order to improve Chrome’s performance and to provide you with useful features and services” (Google 2014).

Microsoft similarly admits to collecting data from its users, admitting to using it to improve Microsoft products (which are not named) and improve features/usability for the end user:

“The information we collect from you'll be used by Microsoft and its controlled subsidiaries and affiliates to turn on the features you're using and provide the services or carry out the transactions you've requested or authorized. It may also be used to analyze and improve Microsoft products and services. In order to offer you a more consistent and personalized experience in your interactions with Microsoft, information collected through one Microsoft service may be combined with information obtained through other Microsoft services” (Microsoft 2014).

For Safari, the privacy policy depended on the user’s location. For the purposes of this study, I surveyed American users, so I chose the “United States, Canada, & Puerto Rico” region with a focus on the United States. Safari had the worst privacy violations in their privacy policy based on the earlier definition. They not only collect data but admit that the data they collect isn’t anonymized and that it’s used for advertising in addition to the improvement of its services:

“Personal information is data that can be used to identify or contact a single person. You may be asked to provide your personal information anytime you are in contact with Apple or an Apple affiliated company. Apple and its affiliates may share this personal information with each other and use it consistent with this Privacy Policy. They may also combine it with other information to provide and improve our products, services, content, and advertising” (Apple 2014).

Of all the browsers, Tor promises the most security in terms of anonymizing user data, as well as not actually collecting other data so that it can’t be used against a user. Mozilla Firefox follows in kind by promising that security and privacy are important to them and they secure user’s permission before they collect or utilize the data they receive from their users.

It’s interesting to note that Google, Microsoft, and Apple all announce that they collect data with no mention of asking the user. By using their products, it’s implied a user consents to the collection of data for whatever purposes the company may want it for. That isn’t necessarily a bad thing, but there is a difference between asking for consent and assuming consent.  
 Google, Microsoft, and Apple take it a step further by stating they use data from their users to improve services, to optimize the user experience, and in Google and Apple’s cases, target advertising they believe will be relevant to individual users. This is a far cry from not collecting data at all the way Tor handles privacy. Targeted advertising means the collection of data isn’t anonymous and can be traced back to individual people.

**4. Discussion**

It’s interesting to note that although nearly all respondents cited at least one privacy concern, very few of them chose to “do” something about it in the way of choosing a “privacy” friendly (as defined earlier) browser. Although Google Chrome freely admitted to cataloguing and utilizing their user’s data, they were by a wide margin more popular than any other browser.

A couple of factors may explain its popularity. For one, Android smartphones and tablets require a Google account to use, which integrates into the device’s email and web browsing functionalities. The default browser on Android devices is Google Chrome. However, even on desktop computers, Google integrates its web apps (e.g., Google Chrome and Google Drive, Google Calendar, and Gmail). The ease of integration is compounded by the mobility of Chrome’s features. If a user signs into Google on their browser on one device, the bookmarks and settings can be transferred to another.

I think that de Souza’s findings on locational privacy are applicable here. Google offers a lot of products that can sync with one another: Google Drive (formerly Docs), Gmail, Google Calendar, Google Maps, Google search, Google+, Picasa, Google Chrome, and Google Analytics for those who run a personal website. All of these apps are linked to one account, and information in one app (e.g., searching Google Maps in Chrome) is applicable everywhere else on the same account (e.g., pulling up the same search on Google Maps on a phone as one’s getting ready to drive somewhere). Even if someone doesn’t use all of the aforementioned apps, the functionality to integrate them if a user ever decides to use another app is there. de Souza found that users were willing to trade privacy for convenience, and the same may be true here. There’s a lot of convenience and removed redundancy in searching and adding in data to be had if a user turns to Google for what can amount to *life management*.

Tor doesn’t offer *that*.

These reasons may explain the discrepancy between user desires for privacy and their desire for convenience and feature-heavy applications. However, without further data, it’s impossible to say.

Considering the vilification of Tor as “criminal,” it’s easy to see why people don’t use it. However, Tor can be used as an add-on for other web browsers, as well (including Google Chrome and Firefox). Only three people took the survey noted that they used Tor, and in every instance, they noted they were using an extension for Mozilla Firefox instead of the Tor browser.

Although Firefox has the second-strongest commitment to privacy and the ability to log into the same account in order to preserve settings, it isn’t a default browser on iOS, Mac OS, Windows, or Android, it doesn’t integrate with other apps, and offers no secondary service (e.g., Drive) at all.

However, leaning towards the default and offering features can’t explain everything. Only two people total used Internet Explorer, and Microsoft offers a comprehensive set of features comparable to Google, as well as installs as the default browser in Windows. In fact, it’s such a strong default that it requires extra effort just to remove the browser; it can only be uninstalled through the Windows features section of Windows instead of the Uninstall a Program window.

Based on the literature review, it’s hard to argue that the reason people don’t use Tor is because they don’t know what it is. It exists as a focal point in both popular press and academic articles, but by and large, the popular press reports negative things about Tor. A popular Internet service provider, one that provides caps and throttles users, actually called it a “web browser for criminals.” This background leads me to the conclusion that consumers are using “safe” web browsers rather than ones that can actually protect user data. I reach that conclusion based on the *second highest* web browser used, which was Mozilla Firefox and the second most “private” browser. If ISPs can and do spy on data and come out against Tor, it’s not surprising that users don’t use it during normal use. And there’s always the possibility that they do use Tor – just not as the primary web browser.

Nor can the ease of Google’s integration with one’s personal devices account for all of the support it received from the data. A large portion of the respondents stated that they used a personal desktop or laptop – more than any other platform. While Chrome certainly supports integration across devices, Mozilla Firefox and Microsoft (using Bing as a basis) offer these features, as well. And as I stated above, Mozilla Firefox was still the second most popular browser even after Safari (which comes with iOS and Mac OS) and Internet Explorer (Windows Phone and Windows OS). When given a browser that’s safe from criticism, that seems to be what people chose *in spite of the convenience of using the default web browser*.

It’s worth mentioning that for a long time, Google appeared to support privacy, as well. Although they have backdoors for the NSA *now*, their original company motto was “don’t be evil” (Thompson 2014). This motto originated under the original leadership of Eric Schmidt (who is now gone) and Larry Page (Thompson 2014) and likely helped develop brand loyalty as Google was in its fledgling state, only offering a web browser before it ever offered Google Maps, Gmail, hardware (e.g., Android tablets), or even Google Chrome. This image may have something to do with its popularity here, as well as its impact on user perceptions.

**5. Conclusion**

Based on my findings, I believe that users trade their privacy for convenience to the browser that offers the most features. In spite of privacy violation concerns and Google admitting they use user data for their own purposes (and to make their features work more fluidly). And because Google has a history of “do no evil,” it would be easy to trust them to continue this policy (although it no longer is a part of their policy), they may appear to be the least evil of all options if one wants to use their extensive life management services.

I also believe that based on Google’s former goodwill

Because my scope was so limited, it’s hard to make generalizations about the general population. I would suggest further examinations into people’s browsing habits, as well as take additional information into account, including (1) demographics (age, income level, race, etc.), (2) operating system used, (3) operating system with browser taken into account (e.g., Safari on iOS), (4) distinguish between Tor and the Tor add-on for other browsers and (5) *if* there are any privacy concerns in the future, possibly using statistical data rather than a survey for operating system and browser preference across the general population. While I believe that this is a matter worth investigating, the scope I took on for this paper was far too limited.

Another possible area of study may include looking at how users handle add-ons. There are a number of add-ons that claim they protect a user’s privacy available for Google Chrome and Mozilla Firefox, as well as other browsers, including: Ghostery, Disconnect, AdBlockPlus, HTTPS Everywhere, and ShareMeNot. My study did not take into account how users handle add-ons, although it’s relevant to the conclusions of my study.
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